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• I am NOT an expert on NLG


• I MAY be considered an expert on "neural" NLP methods


• I sometimes say controversial things


• I know enough about NLG to identify when it is done 
wrong


• I think neural NLG methods are doing most things wrong

NLG and me



Who to invite to give a 
tutorial next year?

Mirella Lapata Alexander Rush

?



This tutorial
• How to use neural methods for generating text.


• ...while somewhat controlling the resulting output.


• What are the common neural techniques in use today?


• seq2seq+attention


• Some tools.


• May be trivial for many of you, drinking from the firehose 
to others.



This tutorial
• The components which I think are useful to know.


• Concepts, not details (sorry, no time).


• No "state of the art" (because there isn't any state-of-the-
art).


• Some high-level observations.


• We may not get to the end, so feel free to interfere with 
questions.



This tutorial

• Part 1: The mechanics


• Part 2: Use cases / examples


• Part 3: Opinions



Classic NLG

Input OutputInput Output

Content selection 
Macro-planning 

Packaging 
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Referring Expression Generation 
Linearization
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Neural NLG

• Neural networks are great at learning to map inputs to 
outputs based on examples.


• They are surprisingly effective at discovering regularities.


• They need many training examples.


• They are somewhat hard to control.



The basic abstraction

Input Encode Decode Output

Attend

Input Encode Decode Output
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sequence to sequence 
text generation

(neural machine translation)



Language Model

• How to assign a probability to a sentence.


• p(I read a book about dogs)


• another view: distribution over next word:


• p(dogs | I read a book about _____ )



Language Model
• Can generate from a trained language model. 

• Probability of first word given empty sentence. 


• Sample the first word.


• Probability of second word given first word.


• Sample the second word.


• Probability of third word given first two words.


• Sample the third word.


• ....



Language Model
• gen_so_far = ["<s>"]


• while True:


• next_word_distribution = p(next | gen_so_far)


• sample next_word from next_word_distribution


• if next_word == "</s>": break


• gen_so_far.append(next_word)



Let's build a neural LM



Neural Networks

f(                 ) =

functions from vectors 
to vectors



Neural Networks

p(                 ) =

functions from vectors 
to probabilities

(these are still functions from vectors to vectors)



Predicting from a vector



Predict from a vector 
(Linear Layer + softmax)
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predict(x) = softmax(Wx+ b)
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Discuss training

Predict from a vector 
(Linear Layer + softmax)



Predicting from words



Neural NLP Building Blocks

• Word Embeddings: translate a word to a vector.


• Ways of combining vectors.



Word Embeddings
• Translate each word in the (fixed) vocabulary to a vector.


• Typical dimensions: 100-300


• Translation is done using a lookup table.


• Can be "pre-trained" (word2vec, glove)


• Dealing with "infinite" vocabularies: 


• word pieces, bpe



vbook = E[book]

Lookup 
Table

"book"

vbook

Word Embeddings
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Combining Vectors
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Generation Algorithm

• Find a corpus.


• Train a language model on a corpus


• Sample from the language model


• "Control" the generation by training on different corpora.



Generation Algorithm
• Considerations:


• What is the vocabulary?


• Words?


• Characters?


• In between characters and words?


• If words/parts, which ones?


• Why do we want to do this?



Conditioned Generation
• gen_so_far = ["<s>"]


• cond 

• while True:


• next_word_distribution = p(next | gen_so_far, cond)


• sample next_word from next_word_distribution


• if next_word == "</s>": break


• gen_so_far.append(next_word)
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Conditioned Generation

condition 
vector

Name Triton 52

EcoRating A+

Family L7

Encode
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Seq2Seq + Attention
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Seq2Seq + Attention

the conditioning vector is dynamically computed at each stage 
based on the current decoder hidden state.



Seq2Seq + Attention

the conditioning vector is dynamically computed at each stage 
based on the current decoder hidden state.







- Red: seq2seq+att 
- Orange: almost 

seq2seq+att 
- Green/Blue: patterns



Chris Manning 
April 2017
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Software

OpenNMT
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What's not supported

Input Encode Decode Output

Attend

Input Encode Decode Output

Attend

Name Triton 52

EcoRating A+

Family L7

the Triton 52 has an A+ echo rating  
and is in the L7 product family

Key=value pairs sequence of symbols 
from alphabet B



Roll your own: 
neural network software toolkits

(don't use TensorFlow)
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Encoding key=value pairs

Lookup 
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Encoding trees

V = NP1 =

combine

VP =NP2 =

combine

S =

c4 = tanh(W[c2; c3])

c5 = tanh(W[c1; c4])

c1

c2 c3

S

NP2 VP

V NP1



But you can also do a lot 
with seq2seq

Just encode things as strings!



Key-value pairs
Name Triton 52

EcoRating A+

Family L7

the Triton 52 has an A+ echo rating  
and is in the L7 product family

the Triton 52 has an A+ echo rating  
and is in the L7 product family@ N: Triton 52 @ EC: A+ @ F: L7 @



Key-value pairs

(Task: generate first sentence of wikipedia biography)



Linearized Trees



Linearized Trees

feed the tree as a bracketed string into your encoder 
or output it as string from the decoder



For many cases, encoding the input and output as linear strings 
and relying on the attention mechanism and neural-net training  

work sufficiently well.



NLG (for the rest of this tutorial): 

1) Define task. 
2) Obtain input/output example. 
3) Represent input and output as strings. 
4) Train a seq2seq+attention model.
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The big challenge: 
how to get the training data

NLG (for the rest of this tutorial): 

1) Define task. 
2) Obtain input/output example. 
3) Represent input and output as strings. 
4) Train a seq2seq+attention model.

Need MANY examples of input and desired output.
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Translating with Politeness



Generating with Style



Generating with Style

[Jessica's slides]



Our	goal	is	to	generate	text…
…while	allowing	control	of	its	style.



Style

The	same	message	(e.g.	expressing	a	positive	sentiment	towards	a	
movie)	can	be	conveyed	in	different	ways.



“OMG...	This	movie	actually	made	
me	cry	a	little	bit	because	I	laughed	
so	hard	at	some	parts.“

Style	Aspects	(Example)
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Colloquial	style

Personal	voice
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“OMG...	This	movie	actually	made	
me cry	a	little bit	because	I laughed	
so	hard at	some	parts.“

Colloquial	style

Personal	voice

Few	adjectives

“A	genuinely	unique,	full-on	sensory
experience	that	treads its	own	path	
between	narrative	clarity	and	pure	
visual	expression.”

Professional	critic
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“OMG...	This	movie	actually	made	
me cry	a	little bit	because	I laughed	
so	hard at	some	parts.“

Colloquial	style

Personal	voice

Few	adjectives

“A	genuinely	unique,	full-on	sensory
experience	that	treads its	own	path	
between	narrative	clarity	and	pure	
visual	expression.”

Professional	critic

Impersonal	voice

Style	Aspects	(Example)



“OMG...	This	movie	actually	made	
me cry	a	little bit	because	I laughed	
so	hard at	some	parts.“

Colloquial	style

Personal	voice

Few	adjectives

“A	genuinely	unique,	full-on sensory
experience	that	treads its	own path	
between	narrative	clarity	and	pure
visual expression.”

Professional	critic

Impersonal	voice

Many	adjectives

Style	Aspects	(Example)
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requirements.
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The	challenge

Generate	text that	conforms	to	a	set of	content-based and	stylistic
requirements.

more	than	2

full	length,	natural	
sentences
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of	a	lesser	known	cast.”
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Descriptive:	True

“A	wholly	original,	well-acted,	romantic	
comedy	that's	elevated	by	the	modest	talents	
of	a	lesser	known	cast.”



Example

Theme:	Acting
Descriptive:	True

“A	wholly	original,	well-acted,	romantic
comedy	that's	elevated	by	the	modest talents	
of	a	lesser known cast.”



Example

Theme:	Acting
Descriptive:	True

“A	wholly	original,	well-acted,	romantic
comedy	that's	elevated	by	the	modest talents	
of	a	lesser known cast.”

Theme:	Plot
Descriptive:	False

“I	think	the	poor writing and	script are	what	
caused	this	movie	to	bomb.”



Formal	Definition

• We	assume	a	set	of	k	parameters	!" …	!%,	each	parameter	!& with	a	
set	of	possible	values	'()
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e.g.

ValueParameter

FalseProfessional
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FalseDescriptive
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PositiveSentiment



Formal	Definition

• We	assume	a	set	of	k	parameters	!" …	!%,	each	parameter	!& with	a	
set	of	possible	values	'()
• Input:	specific	assignment	to	these	parameters

e.g.

Output:	a	text	that	is	compatible	with	the	parameters	values

ValueParameter

FalseProfessional

TruePersonal

≤ 10Length

FalseDescriptive

OtherTheme

PositiveSentiment

e.g.					“I	don't	understand	why	it	is	rated	so	poorly.”



This	work
We	consider	6	parameters	and	values	from	the	movie	reviews	domain

ContentStyle

Sentiment
Theme

Professional
Personal

Descriptive
Length



Content	Parameters



Task	Description	– Content	Parameters	

Sentiment	- The	score	that	the	reviewer	gave	the	movie

Positive Neutral

“While	the	film	doesn't	quite	
reach the	level	of	sugar	
fluctuations,	it's	beautifully
animated.”

“This	movie	is	so	much	to	keep	
you	on	the	edge	of	your	seat.”

Negative

“It’s	a	very	low-budget	movie	
that	just	seems	to	be	a	bunch	
of	fluff.”



Task	Description	– Content	Parameters	

Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)
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Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)

Plot	- “The	storyline had	me	laughing	out	loud.”
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Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)

Acting	- “The	cast are	all	excellent.”

Plot	- “The	storyline had	me	laughing	out	loud.”



Task	Description	– Content	Parameters	

Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)

Production	- “The	director's	magical.”

Acting	- “The	cast are	all	excellent.”

Plot	- “The	storyline had	me	laughing	out	loud.”



Task	Description	– Content	Parameters	

Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)

Effects	- “Only	saving	grace	is	the	sound effects.”

Production	- “The	director's	magical.”

Acting	- “The	cast are	all	excellent.”

Plot	- “The	storyline had	me	laughing	out	loud.”



Task	Description	– Content	Parameters	

Theme	- Whether	the	sentence's	content	is	about	the	Plot,	Acting,	Production,	Effects	or	none
of	these	(Other)

Effects	- “Only	saving	grace	is	the	sound effects.”

Other	- “I'm	afraid	that	the	movie	is	aimed	at	kids	and	adults	weren't	sure	what	to	say	about	it.”

Production	- “The	director's	magical.”

Acting	- “The	cast are	all	excellent.”

Plot	- “The	storyline had	me	laughing	out	loud.”



Style	Parameters



Task	Description	– Style	Parameters	

Length	– Number	of	words

≤	10	words	

11-20	words	

21-40	words		

>	40	words



Task	Description	– Style	Parameters	

Professional	- Whether	the	review	is	written	in	the	style	of	a	professional	critic	or	not



Task	Description	– Style	Parameters	

Professional	- Whether	the	review	is	written	in	the	style	of	a	professional	critic	or	not

True

“This	is	a	breath	of	fresh	air,	it's	a	welcome	
return	to	the	franchise's	brand	of	satirical	
humor.”



Task	Description	– Style	Parameters	

Professional	- Whether	the	review	is	written	in	the	style	of	a	professional	critic	or	not

True False

“So	glad	to	see	this	movie	!!”“This	is	a	breath	of	fresh	air,	it's	a	welcome	
return	to	the	franchise's	brand	of	satirical	
humor.”



Task	Description	– Style	Parameters	

Personal	- Whether	the	review	describes	subjective	experience	(written	in	personal	voice)	or	not



Task	Description	– Style	Parameters	

Personal	- Whether	the	review	describes	subjective	experience	(written	in	personal	voice)	or	not

True

“I	could	see	the	movie	again”



Task	Description	– Style	Parameters	

Personal	- Whether	the	review	describes	subjective	experience	(written	in	personal	voice)	or	not

True False

“Very	similar	to	the	book.”“I	could	see	the	movie	again”



Task	Description	– Style	Parameters	

Descriptive	- Whether	the	review	is	in	descriptive	(contains	a	high	ratio	of	adjectives)	style	or	not



Task	Description	– Style	Parameters	

True

“Such	a	hilarious and	funny romantic

comedy.”

Descriptive	- Whether	the	review	is	in	descriptive	(contains	a	high	ratio	of	adjectives)	style	or	not



Task	Description	– Style	Parameters	

True False

“A	definitemust	see	for	fans	of	anime	fans,	
pop	culture	references	and	animation	with	
a	good laugh	too.”

“Such	a	hilarious and	funny romantic

comedy.”

Descriptive	- Whether	the	review	is	in	descriptive	(contains	a	high	ratio	of	adjectives)	style	or	not



And	we	would	like	to	control	for	all	these	aspects	simultaniously



ValueParameterType

FalseProfessionalStyle

TruePersonalStyle

≤ 10LengthStyle

FalseDescriptiveStyle

OtherThemeContent

PositiveSentimentContent

“I	don't	understand	why	it	is	rated	so	poorly.”
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Model

a	conditioned	language	model:

Condition	each	word	on	the	history,	as	well	as	on	a	context	c.

+ ," …,- . = 	0 +(,2|,", … , ,25" , .)
-

27"



Model
In	our	case,	c	is	a	concatenation	of	the	parameters	values	embedding	vectors

c: Theme:PlotProffesional:TrueDescriptive:TrueLength:≤10Sentiment:PositivePersonal:False
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In	our	case,	c	is	a	concatenation	of	the	parameters	values	embedding	vectors
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Model
In	our	case,	c	is	a	concatenation	of	the	parameters	values	embedding	vectors

c: Theme:PlotProffesional:TrueDescriptive:TrueLength:≤10Sentiment:PositivePersonal:False
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Model
In	our	case,	c	is	a	concatenation	of	the	parameters	values	embedding	vectors

c: Theme:PlotProffesional:TrueDescriptive:TrueLength:≤10Sentiment:PositivePersonal:False

st
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The	model	is	simple,	but…

we	need	training	data annotated	with	the	appropriate	values.
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7,500	movies.
1,002,625movie	reviews.
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extract train
Meta	data

Heuristics

Rotten-Tomatoeswebsite.
7,500	movies.
1,002,625movie	reviews.
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Professional
In	rottentomatoes the	critic	reviews	are	separated	from	the	audience	review



Professional
In	rottentomatoes the	critic	reviews	are	separated	from	the	audience	review

Professional
Non

Professional



Some	of	the	non-professional	
reviewers	are	considered	as	
“super	reviewers”	

Also

professional



Sentiment



Sentiment

Sentiment	

scores



Sentiment
Sentiment
We	normalized	the	critics	scores	to	be	on	0-5	scale

Negative

0-2

Neutral

3

Positive

4-5



Text

Parameters

extract train
Meta	data

Heuristics

Rotten-Tomatoeswebsite.
7,500	movies.
1,002,625movie	reviews.



Text

Parameters

extract train
Meta	data

Heuristics

Rotten-Tomatoeswebsite.
7,500	movies.
1,002,625movie	reviews.

Content	

words

Function	

words

POS	tags



Theme
Content	words

EffectsProduction

Director
Directed

Production
co-production

Acting

Acting
Cast

Performance
Play
Role

Miscasting
Actor

Plot

Story
Storytelling

Plot
Script

Manuscript
Tale
Scene

Effects
Song
Music
Voice
Visual

Soundtrack
Shot

To	determine	the	value	for	the	theme	parameter	we	searched	for	words	that	are	related	
to	the	4	topics	and	are	common	in	our	data	set

Theme



Theme
Content	words

EffectsProduction

Director
Directed

Production
co-production

Acting

Acting
Cast

Performance
Play
Role

Miscasting
Actor

Plot

Story
Storytelling

Plot
Script

Manuscript
Tale
Scene

Effects
Song
Music
Voice
Visual

Soundtrack
Shot

Each	sentence	was	labeled	with	the	category	that	has	the	most	words	in	the	sentence.	
Sentences	that	do	not	include	any	words	from	our	lists	are	labeled	as	other

To	determine	the	value	for	the	theme	parameter	we	searched	for	words	that	are	related	
to	the	4	topics	and	are	common	in	our	data	set

Theme



Personal	Voice

Personal

True

I

My

False

Other	cases

To	determine	weather	a	review	is	written	in	personal	voice	we	search	for	words	
that	express	subjectivity

Personal	Pronouns



Descriptiveness

We	assume	that	descriptive	texts	make	heavy	use	of	adjectives

True

%	JJ	≥35

False

Other	cases

Distribution	of	part-of-speech	tags	

Descriptive



Length

Length	 ≤	10	words	 11-20	words	 21-40	words	 >	40	words



Dataset	Statistics
Our	final	data-set	includes	2,773,435	sentences	

We	divided	the	data	set	to	training	(~2.7M),	development	(~2K)	and	test	(~2K)	sets

Each	sentence	is	labeled	with	the	6	parameters	
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TextParameters	Values
easy

hard



TextParameters	Values
extract

hard



Text

Conditioned	

Language	Model

Parameters	Values
extract



Text

Conditioned	

Language	Model

Does	this	work?

Parameters	Values
extract
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Examples	of	Generated	Sentences

ValueParameter

FalseProfessional

TruePersonal
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TrueDescriptive
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Negative	Sentiment

“Ultimately,	I	can	honestly	say	that	this	movie	
is	full	of	stupid	stupid and	stupid	stupid stupid
stupid stupid.”	

“The	film’s	simple,	and	a	refreshing	take	on	the	
complex	family	drama	of	the	regions	of	human	
intelligence.”	
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Examples	of	Generated	Sentences

ValueParameter

FalseProfessional

TruePersonal

11-20Length

TrueDescriptive

OtherTheme

Negative	Sentiment

“Ultimately,	I	can	honestly	say	that	this	movie	
is	full	of	stupid	stupid and	stupid	stupid stupid
stupid stupid.”	

“The	film’s	simple,	and	a	refreshing	take	on	the	
complex	family	drama	of	the	regions	of	human	
intelligence.”	

ValueParameter

TrueProfessional

FalsePersonal

11-20Length

FalseDescriptive

OtherTheme

PositiveSentiment

We	would	like	to	quantitatively measure	our	model	capabilities.



Common model failures

(via our split-and-rephrase example)



The Split and Rephrase Task
• Narayan, Gardent, Cohen & Shimorina, EMNLP 2017


• Dataset, evaluation method, baseline models


• Task definition: complex sentence -> several simple sentences with the same meaning


• Requires (a) identifying independent semantic units (b) rephrasing those units to single 
sentences

Alan Bean served as a crew member of Apollo 12 . 
Alfred Worden was the backup pilot of Apollo 12 . 
Apollo 12 was commanded by David Scott . 
Alan Bean was selected by Nasa in 1963 .

Alan Bean joined NASA in 1963 where he became a member of the Apollo 12 
mission along with Alfred Worden as back up pilot and David Scott as commander .
Alan Bean joined NASA in 1963 where he became a member of the Apollo 12 
mission along with Alfred Worden as back up pilot and David Scott as commander .



WebSplit Dataset Construction 
(Narayan et al. 2017)

<Alan_Bean | nationality | United_States, 
Alan_Bean | mission | Apollo_12, 

Alan_Bean | NASA selection | 1963>

Sets of RDF triples

<Alan_Bean | NASA selection | 1963>

Simple RDF Triples 
(facts from DBpedia)

<Alan_Bean | nationality | United_States>

<Alan_Bean | mission | Apollo_12>

Alan Bean, born in the United States, was selected 
by NASA in 1963 and served as a crew member of 

Apollo 12.

Complex  
Sentences

Alan Bean, born in the United States, was selected 
by NASA in 1963 and served as a crew member of 

Apollo 12.

Alan Bean, born in the United States, was selected 
by NASA in 1963 and served as a crew member of 

Apollo 12.

Alan Bean is a US national.

Simple Sentences

Alan Bean was on the crew of Apollo 12.

Alan Bean was hired by NASA in 1963.

Alan Bean is a US national.

Alan Bean was on the crew of Apollo 12.

Alan Bean was hired by NASA in 1963.

Alan Bean is a US national.

Alan Bean was on the crew of Apollo 12.

Alan Bean was hired by NASA in 1963.

Matching via RDFs ~1M examples



Preliminary Experiments
• ~1M training examples


• “Vanilla” LSTM seq2seq with attention


• Shared vocabulary between the encoder and the decoder


• Simple sentences predicted as a single sequence


• Evaluated using single-sentence, multi-reference BLEU as in Narayan et al. 2017

comp lex sen ten ce

2ple 1 sim ple simsim ple 3



Preliminary Results

• Our simple seq2seq 
baseline outperform all but 
one of the baselines from 
Narayan et al. 2017


• Their best baselines were 
using the RDF structures as 
additional information


• Do the simple seq2seq 
model really performs so 
well?

0

20

40

60

80

seq2seq (ours) hybrid
seq2seq multi-seq2seq
split-multi split-seq2seq

Text Only Text + RDFs



BLEU can be Misleading
• In spite of the high BLEU scores, our neural models suffer from:

• Missing facts - appeared in the input but not in the output

• Unsupported facts - appeared in the output but not in the input

• Repeated facts - appeared several times in the output



A Closer Look
• Visualizing the attention 

weights we find an 
unexpected pattern


• The network mainly attends 
to a single token instead 
of spreading the attention


• This token was usually a 
part of the first mentioned 
entity 

• Consistent among different 
input examples



Testing for Over-Memorization
• In this stage we suspect that the network heavily memorizes entity-fact pairs


• We test this by introducing it with inputs consisting of repeated entities alone


• The network indeed generates facts it memorized about those specific 
entities



Searching for the Cause: Dataset Artifacts
• The original dataset included overlap between the training/development/test sets

•When looking at the complex sentences side, there is no overlap

•On the other hand, most of the simple sentences did overlap (~90%)

•Makes memorization very effective - “leakage” from train on the target side

Train 
Complex

Dev 
Complex

Test 
Complex

source Train Simple

Dev 
Simple

Test 
Simple

target



New Data Split

• To remedy this, we construct a new data split by using the RDF information:


• Ensuring that all RDF relation types appear in the training set (enable generalization)


• Ensuring that no RDF triple (fact) appears in two different sets (reduce memorization)


• The resulting dataset has no overlapping simple sentences


• Has more unknown symbols in dev/test - need better models!

Original Split New Split
unique dev simple sentences in train 90.9% 0.09%
unique test simple sentences in train 89.8% 0%

% dev vocabulary in train
 97.2% 63%
% test vocabulary in train 96.3% 61.7%



Results - New Split

• Baseline seq2seq models 
completely break (BLEU < 7) on 
the new split


• Copy mechanism helps to 
generalize


• Much lower than the original 
benchmark - memorization was 
crucial for the high BLEU

0

22.5

45

67.5

90

original split new split

seq2seq +copy



Takeaway
• Creating datasets is hard! 

• Think how models can “cheat"


• Create a challenging evaluation environment to capture generalization


• Look for leakage of train to dev/test


• Numbers can be misleading! 

• Look at the data


• Look at the model


• Error analysis



Evaluation

• Unsolved problem.


• Using BLEU, ROUGE (this is bad)


• Using human-eval (methodology varies)


• Using NLP classifiers on the generated output.



Two more techniques



Copy mechanism

• Allow the model to copy words from the source instead of 
generating them.


• Improves summarization / generation tasks.



Checklist model

• Keep a soft-track of what's already covered in the source.


• Don't repeat yourself.



Recap



Neural NLG
• We have systems that can map inputs to outputs.

• Inputs can be:

• nothing

• set

• table (key=value pairs)

• graph

• sentence

• tree

• image

• sequence of images

• combinations of the above

• Outputs can be:

• sentences

• trees

• paragraphs...

We cannot fully understand 
the mapping. Data driven.



Neural NLG

• Performs well on generating fluent sentences.


• My not be so great at understanding what's going on.



Classic NLG
• You know what you want to say.


• Focus on the best way of saying it in order to achieve a 
communication goal.

Today's Neural NLG
• Generate me some text given this input.


• Yay it looks readable!!



Content selection?



Content selection?



Content selection



Content selection



Challenges
• Very many challenges. Here are a few:


• Generating longer text.


• Tracking references to entities.


• Staying cohesive.


• Finer grained control (content selection, ordering, ...)


• Evaluation!











Neural NLG Research
• A lot of neural NLG research today: 

• How to best encode your input? 

• How to model the attention?


• The more important things (in my opinion):

• How to get finer-grained control on the generated text?

• How to construct a good dataset?

• How to evaluate?

• What is a good input representation (!= good input encoding)

• Neural nets are great at surface realization. What about the 

other parts?



Neural NLG today

Input OutputInput Output

Content selection 
Macro-planning 

Packaging 
Micro-planning 

Referring Expression Generation 
Linearization



Neural NLG tomorrow?

Input OutputInput Output

Content selection 
Macro-planning 

Packaging 
Micro-planning 

Referring Expression Generation 
Linearization



Discussion?


